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ABSTRACT: Although halide salts such as LiCl and LiBr are routinely used as a source of
Li ions during ion exchange reactions, a detailed understanding of the processes
controlling the rates of these reactions is presently lacking. Recently, we discovered that
the rate-limiting barriers for ion exchange are commonly associated with these salts rather
than the ceramic target of ion exchange, making it important to quantitatively understand
salt processes. Here, it is demonstrated that in situ synchrotron studies of ion exchange
reactions can be used to precisely quantify the thermodynamic activation energies
associated with these solid-state reactions in a manner that can be directly compared with
predictions from density functional theory (DFT). While the temperature dependence of
the LiCl reaction rate is found to be set by a barrier associated with ion hopping, it was
discovered that for LiBr, the rate is also affected by the defect formation energy�an
energy found to be substantially lower than predicted by DFT. Furthermore, it is shown that by varying the relative amounts of
reactants, the resulting change in reaction rate can be used to identify the rate-limiting reagent and to elucidate an overall scaling
relationship that controls the concentration dependence of the reaction rate. Also, it is demonstrated that global fits across doped
and undoped salts can be used to probe both intrinsic and extrinsic vacancy concentrations. This improved understanding of ion
exchange mechanisms can be used to predict reaction conditions that can accelerate ion exchange reaction rates by orders of
magnitude. The techniques demonstrated here can be broadly applied to probe the kinetics and thermodynamics of solid-state
reactions.

■ INTRODUCTION
It has long been recognized that ion exchange reactions
provide an important pathway for accessing metastable
materials that cannot be prepared through direct solid-state
synthesis. This has been commonly exploited for fundamental
purposes such as materials discovery, for example, using
topotactic transformations that provide control over the target
structure.1,2 Ion exchange is also frequently used for applied
purposes, such as transforming a Na-ion electrode material or
solid-state electrolyte into its Li-ion equivalent.3−6

Despite the importance of ion exchange reactions, relatively
little is known about the variables that control the rates of ion
exchange due to the challenges involved in precisely measuring
ion exchange kinetics. We have recently demonstrated that in
situ synchrotron X-ray diffraction (XRD) experiments are a
powerful and efficient tool for following solid-state ion
exchange reaction kinetics,7 and that the reaction progress
generally has a t1/2 time dependence indicative of random walk
diffusional processes.8,9 Our efforts were focused on the ion
exchange synthesis of CUBICON-type Li2Mg2P3O9N, both
due to its potential utility as a solid-state electrolyte3 and to
our existing understanding of CUBICON ion hopping
pathways10 and phase transformation mechanisms.3 Surpris-

ingly, our initial studies found that the rate for the solid-state
Li-ion exchange reaction Na2Mg2P3O9N + nLiX →
Na2−xLixMg2P3O9N + nLi(1−x/n)Nax/nX was different for every
different halide (X) salt studied, indicating that transport
processes in the salt and not the ceramic are rate-limiting.7

This indicates that to understand and control the overall ion
exchange reaction, it is necessary to have a detailed
mechanistic understanding of the ion exchange processes
that occur within the salt.
In the present work, a deeper understanding of transport

processes in halide salts has been pursued in two ways. First,
the thermodynamic activation energies, Ea, that limit ion
exchange were characterized through a combination of
temperature-dependent experiments and density functional
theory (DFT) calculations. This enables both the quantifica-
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tion of activation energies and, in many cases, their atomic
origin to be resolved. Second, the dependence of the reaction
rate on the relative amounts of the two reactants (salt and
ceramics) was investigated since these effects are substantial.
From these results, a universal scaling relationship was
observed that enables prediction of reaction rates. This scaling
relationship is expected to be generally applicable to solid-state
reactions. Finally, it was demonstrated that it is possible to
characterize vacancy concentrations through multisample
fitting. In all cases, these novel insights were enabled by
infrastructure advances for rapidly collecting and analyzing
synchrotron XRD data.

■ EXPERIMENTAL SECTION
Na2Mg2P3O9N was synthesized by combining stoichiometric amounts
of MgCO3 (J. T. Baker, 99%), (NH4)2HPO4 (AMRESCO, >90%),
and [Na(PO3)]n (Sigma, n = 6) and then grinding by hand in an agate
mortar and pestle for 15 min. The resulting mixture was transferred to
a boat made from Mo foil (99.95%, 0.05 mm thick, Fischer Scientific)
and loaded in a tube furnace (Lindberg/BlueM Mini-Mite). The
synthesis was performed under NH3 gas (30−40 mL/min) with the
sample heated to 780 °C (200 °C/h ramp rate), held for 20 h, and
cooled (200 °C/h) to room temperature, after which the furnace was
purged with N2 gas. The purity of the powder product was confirmed
by powder XRD (Bruker D8 Advance with a Cu Kα source, variable
slits, and a LynxEye detector). The anhydrous salts LiCl (Sigma-
Aldrich, >99.98%) and LiBr (Alfa Aesar >99.995%) were used as
received and were handled in a glovebox to avoid hydration. Mg-
substituted salts were prepared by dissolving a Li halide salt with
either MgCl2 (Fischer Scientific, 99.99%) or MgBr2 (Sigma-Aldrich,
>99.99%) in water and then evaporating to dryness under vacuum at
room temperature in a vacuum oven. Although nominally doped at
the 1% level, the actual Li:Mg molar ratio based on weights was
95.58:1.00 for Li1−2xMgxCl (corresponding to x = 0.01025) and
98.82:1.00 for Li1−2xMgxBr (x = 0.009918), with the single-phase
nature of substituted products confirmed by power XRD.

For in situ synchrotron diffraction studies of ion exchange, either
the pure or nominally 1% Mg-substituted salts were ground together
with Na2Mg2P3O9N within an Ar-filled glovebox. The mixtures were
then loaded in glass NMR tubes (3 mm diameter, Wilmad Type 1,
Sigma-Aldrich), sealed with epoxy (Loctite E-30CL, 30 min set time),
and flame-sealed outside of the glovebox with a small hand-held
butane torch. The Li:Mg molar ratios of the nominally 1% substituted
salts are reported in Table S1 and the actual Na:Li molar ratios for
each sample are in Table S2.

In situ diffraction studies were performed remotely at beamlines
17-BM and 11-ID-B at the Advanced Photon Source each using an
amorphous silicon-based area detector (PerkinElmer). Experiments
utilized a stainless steel eight-well NMR tube furnace that we
described previously.7 The furnace was heated to desired temper-
atures at a fast ramp rate of 100 °C/min, allowing the final
temperature to be reached in about 5 min, although an additional ∼5
min was often needed for the temperature to fully stabilize. Reactions
at 11-ID-B were carried out at a distance of 1000 mm with an energy
of 58.6 keV (λ = 0.2115 Å, 2 s total exposure time). At 17-BM, ion
exchange was performed at a distance of 1000 mm with an energy of
51.4 keV (λ = 0.24098 Å, 2 s total exposure time). Scans for each
sample were taken approximately once every 50 s at 11-ID-B and
every 70 s at 17-BM.

The resulting diffraction data were integrated with a python code
utilizing the pyFAI software package.11 Detector parameters (distance
and tilts) and instrumental contributions to peak shape were
empirically determined using data from a Si SRM640f calibrant. A
representative Rietveld refinement control file for TOPAS12 (Bruker
AXS, v6) is provided in the Supporting Information. Plotting and
fitting of lattice parameters to kinetic models were done in Igor Pro,
v8.

DFT calculations were performed using the Vienna Ab Initio
Simulation Package.13 The generalized gradient approximation as
formulated by Perdew, Burke, and Ernzerhof14 and the projector
augmented-wave method15 were used with an energy cutoff of 520
eV. Initial cubic unit cell structures of LiCl, NaCl, LiBr, and NaBr
were extracted from the Materials Project database.16 Expanded 3 × 3
× 3 supercells were generated and their geometries were optimized
with 2 × 2 × 2 Monkhorst−Pack17k-point grids generated using
pymatgen.18 Energies were converged to 10−5 eV for electronic
relaxations and 0.005 eV/Å for ionic relaxations. Nudged elastic band
(NEB) calculations were performed for Li+ and Na+ vacancy-
mediated hopping in the dilute vacancy limit using the climbing
image approach19 with each image converged to 10−4 eV for
electronic relaxations and 0.05 eV/Å for ionic relaxations. A uniform
background charge was used to compensate for the cation vacancies.

■ RESULTS AND DISCUSSION
In order to gain a deeper understanding of the transport
processes in halide salts that commonly limit the overall rate of
solid-state ion exchange, studies were carried out for the salt-
limited synthesis reactions of Li2Mg2P3O9N: Na2Mg2P3O9N +
nLiX → Na2−xLixMg2P3O9N + nLi(1−x/n)Nax/nX. Although we
previously investigated the baseline kinetics for a variety of
halide salts (X = F, Cl, Br),7 the complementary thermody-
namic activation energies that provide the best insights into the
reaction mechanism have not yet been resolved and thus
motivate the present work. Due to the slow reaction rates
when LiF is used as the salt source, these efforts focused on the
salts LiCl and LiBr and their Mg2+-substituted variants
(Li1−2xMgxX) with engineered vacancies that are known to
have higher ionic conductivities.20

Extraction of Kinetic Data. The ion exchange of Li into
Na2Mg2P3O9N (a = 9.2439 Å) is known to proceed through a
three-stage process beginning with two distinct solid solutions
and finishing with a two-phase reaction to form Li2Mg2P3O9N
(a = 9.1118 Å).3 For the present work, kinetic data were
analyzed exclusively for the early stages of this reaction (in
which it proceeds through two solid solutions) under the
assumption that the lattice parameter rates of change during
the two successive solid solutions are indistinguishable. For
each time point, the reaction progress was characterized by
diffraction data using the framework that we recently
developed.7 Specifically, it was assumed that reaction progress
is proportional to the change in the cubic a-lattice parameter�
an assumption that (like Vegard’s law) is not strictly true but
which holds within the precision of the present data since the
changes in unit cell volume (which should change linearly with
the degree of substitution) are very small (<0.2%) in the
regions being used for kinetic analysis during ion exchange. A
representative Rietveld refinement of a single diffraction
pattern is shown in Figure S1, and the rate constants obtained
for all samples are given in Table S3.
A representative set of reaction data for four salts (LiCl,

LiCl: 1% Mg and LiBr, LiBr: 1% Mg) studied at 375 °C are
shown in Figure 1. It can be clearly seen that ion exchange
proceeds more slowly for LiCl than for LiBr, consistent with
the previously established reaction rate trends of LiF < LiCl <
LiBr. Even though Mg substitution was done only at the 1%
level, the effect on the reaction rate was large. The reaction
progress for both substituted samples was nearly double that of
their unsubstituted analogs after 4 h of reaction.
For all samples, it is seen that the cubic a-lattice parameter

evolves after temperature stabilization (∼4 min) as
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a a kt0
1/2= + (1)

From the linear region of the data, we, therefore, extract a
rate parameter klattice which we report in units of Å/h1/2. This
behavior indicates that the overall reaction rate is not simply
proportional to the ionic conductivity, σi, which is expected to
remain constant throughout the analyzed stages of the
reaction. It instead reflects the fact that in the absence of a
bias pushing the ions in the same direction (as would be the
case if the ionic conductivity was measured in a circuit), the
reaction front proceeds with the t1/2 dependence characteristic
of random walk behavior even when σi is time independent.
However, it is expected that the rate constant k is proportional
to σi.
Determination of Activation Energies. The overall

activation energy, Ea, associated with ion exchange for a given
salt source was determined experimentally by carrying out
kinetic studies at five different temperatures (typically from
325 to 425 °C). A representative set of data for LiCl are shown
in Figure 2. The thermal expansion causes the initial lattice
parameters at t = 0 to differ for data collected at different
temperatures, with these changes being comparable in
magnitude to the lattice parameter changes that occur due to
ion exchange. In all cases, consistent t1/2 behavior was observed
for a sufficiently long period to enable reaction rates (k) to be

precisely determined despite the very small changes in the
lattice parameter (<0.02 Å). Even though the data were
collected at two beamlines across multiple experiments,
comparisons of common samples indicated good reproduci-
bility (Figure S3).
When the overall activation energies for ion exchange using

LiCl and LiBr are estimated through Arrhenius-type plots and
fits (Figure 3), large differences are observed. The activation

energy of 1.21(2) eV determined for LiBr is about double the
0.62(3) eV activation energy for LiCl. Curiously, ion exchange
reactions generally proceeded more quickly for LiBr than for
LiCl despite the much higher energy barrier. This behavior
suggests that different processes are limiting ion exchange for
these two closely related salts.
One possible origin for the different behavior may be

substantially different barriers for ion hopping in the halide and
bromide lattices. It is not known a priori whether the rate-
limiting barrier is associated with the motion of the Li+ ions
leaving the salt or the motion of the Na+ ions entering the salt.
The consistent rate behavior seen throughout the ion exchange
process (Figure 2) suggests that the height of the limiting
barrier does not substantially change as the salt composition
evolves across the Li1−xNaxCl or Li1−xNaxBr solid solutions
during ion exchange reactions.
DFT calculations using the NEB method have previously

been demonstrated to be effective in calculating transition state
energies associated with ion motion, with especially good
correlations between theoretical predictions and experimental
results seen for closed-shell compounds.21,22 These methods
were used to calculate the energy for Li+ ions in LiX salts and
Na+ ions in NaX salts (X = Cl, Br) to hop into a pre-existing
vacancy. The energy along the NEB trajectory is plotted in
Figure 4 and the hopping activation energies, Ehop, are
provided in Table 1. In all cases, the barrier for Na+ is about
0.2 eV higher than for Li+, with a maximum value of 0.59 eV
for X = Cl and 0.55 eV for X = Br. These calculated Eh energies
are in good agreement with the activation energies for ion
conduction previously measured using alternating current
electrochemical impedance spectroscopy (EIS) methods23−26

(Table 1), suggesting that the single-ion hopping mechanism is
appropriate.

Figure 1. Evolution of lattice parameters during Li-ion exchange of
Na2Mg2P3O9N at 375 °C with a 4:1 Li:Na molar ratio. Black dashed
lines indicate the fits used to determine the lattice-based rate constant,
klattice. Data prior to temperature stabilization (∼4 min) are omitted.
Each 0.001 Å change in the lattice parameter corresponds to the
reaction proceeding by about 0.75%, so the ion exchange reaction is
about 10% complete for the maximally reacted sample (LiBr: 1% Mg).

Figure 2. Temperature-dependent evolution of lattice parameters
during Li-ion exchange of Na2Mg2P3O9N done at a 4:1 Li:Na ratio.
Black dashed lines indicate the fits used to determine the lattice-based
rate constant, klattice.

Figure 3. Rate data for Na2Mg2P3O9N ion exchanged with LiCl and
LiBr (both undoped and doped with 1% Mg) on an Arrhenius-type
plot. Lines indicate independent fits to a single overall Ea for each salt
composition with fit values labeled on the plot. Fits were to the one-
sample equation of kT ∝ exp(−Ea/kT). As indicated by the axis label,
kT values have been divided by 298 K so values will be close to the
values of the rate constant.

Chemistry of Materials pubs.acs.org/cm Article

https://doi.org/10.1021/acs.chemmater.2c02543
Chem. Mater. XXXX, XXX, XXX−XXX

C

https://pubs.acs.org/doi/suppl/10.1021/acs.chemmater.2c02543/suppl_file/cm2c02543_si_003.pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig3&ref=pdf
pubs.acs.org/cm?ref=pdf
https://doi.org/10.1021/acs.chemmater.2c02543?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Based on the DFT-calculated and literature Ehop values, it
can be concluded that the Ea for ion exchange using LiCl
determined experimentally in this work reflects an ion hopping
energy. Additionally, it is likely that Ea derives from the barrier
for Na+ motion rather than Li+ motion. However, the much
larger measured Ea for LiBr must have a different origin. Based
on the response the Ea for these two salts has when Mg is
doped to introduce 1% of vacancies (Figure 3), it can be
concluded that Ea for LiBr additionally reflects the contribution
of a vacancy formation energy Evac for reasons discussed in
more detail below.
Under conditions where the overall rate of ion exchange is

limited by a single species in a single phase, the rate constant k
for ion exchange should be proportional (through a prefactor
we denote A) to the product of the number of available sites to
hop from, the number of available sites to hop to, and the
probability of a hop being successful.27,28 If we assume that the
number of sites to hop from remains constant�an assumption
justified by the successful fitting of our data�then this
relationship becomes

kT A V V E kT E kTexp( / ) exp( / )imp dop vac hop= [ + + ] ×
(2)

Here, the first part of the expression after the prefactor
describes the vacancy concentration as the sum of two extrinsic
terms, one from impurities (Vimp) and one term from
intentional doping (Vdop), and one intrinsic term with
formation energy denoted Evac.

Evac represents the formation energy of a single vacancy, and
as such is the general quantity that will be directly extracted
from fits to experimental data in the absence of knowledge of a
specific defect formation model. Early DFT calculations
predicted Schottky defects (paired cation and anion defects)
to be the lowest energy defects in the salts studied in this
work.23,24 Schottky defect formation energies, ESchottky, from

those studies are given in Table 1 alongside values inferred
from early EIS studies.23−26 When vacancy calculations are
done directly with the energy of the Schottky pair (as is
traditionally the case), the equivalent exponential term is
exp(−ESchottky/2kT). As such, the mathematical relationship
Evac = ESchottky/2 is necessarily true even though the energy of
the cation and anion vacancies cannot be separately resolved.
In our data fitting, we work with the general term of Evac rather
than specific quantity of ESchottky so that analysis results will be
independent of the defect type.
This rate expression will exhibit two different types of

exponential behavior depending on the relative amounts of
extrinsic (Vext) and intrinsic (Vint) defects, behavior that has
previously been experimentally observed for other electronic
and ionic conductors.23−26 In either of these limits, the
logarithm of kT should vary linearly when plotted against 1/T
(as was done for Figure 3) while the intermediate regime
between these limits should result in weakly nonlinear
behavior. This cross-over behavior is illustrated for simulated
data in Figure 5. In the extrinsic limit of Vext ≫ Vint, the overall

activation energy will reduce to Ea = Ehop, as appears to be the
case for LiCl both before and after doping. However, in the
intrinsic limit of Vint ≫ Vext, then Ea ≈ (Ehop + Evac) through
the product rule for exponents, leading to a very different
observed Ea for the process even if the hopping mechanism
does not change�exactly the difference in the type of behavior
observed when comparing undoped LiBr to Mg-doped LiBr.
Using this framework, it is possible to understand the

different behaviors of these four samples. All four samples

Figure 4. Energetics of ion hopping in halide salts calculated through
DFT using NEB methods. The energies for Li+ motion (solid
squares) and Na+ motion (open circles) within a chloride matrix
(blue) or a bromide matrix (red) are shown. Gaussian fits are overlaid
with extracted Ea values provided in Table 1.

Table 1. DFT-Calculated and Literature-Measured (EIS)
Activation Energies, Ehop, for Ion Hopping in Halide Salts

Salt Ehop,DFT Ehop,EIS ESchottky,EIS ESchottky,DFT

LiCl 0.437 0.4123 2.1223 1.7324

LiBr 0.402 0.3923 1.8023 1.5424

NaCl 0.594 0.6724 2.3026 2.3224

NaBr 0.547 0.6424 1.7225 2.1324

Figure 5. Simulated temperature-dependent (a) rate constants and
(b) vacancy concentrations for LiBr using eq 2 showing the crossover
from extrinsic (Ea ∝ Ehop) to intrinsic (Ea ∝ Ehop + Evac) transport
based on the fit parameters discussed in the next section.
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exhibit linearity, as shown in Figure 3, and thus are likely to be
in either the extrinsic or intrinsic limit under experimental
conditions. When fit independently, both doped and undoped
LiCl have similar activation energies that are comparable to
DFT predictions. It is virtually certain that 1% Mg-doped LiCl
is more robustly in the extrinsic regime than undoped LiCl, so
the slightly higher (by 0.13 eV) Ea inferred for Mg-doped LiCl
in the fits of Figure 3 should reflect the dopant slightly
increasing the rate-limiting hopping barrier, Ehop, as might be
expected for the stronger attraction between the cation vacancy
and the divalent dopant. If this is indeed the origin, it should
be expected that Ehop will continuously vary with the dopant
concentration rather than being single valued and thus may
need to be reinvestigated if reactions with salts at different Mg-
doping levels are the focus of future studies.
Estimation of Vacancy Concentrations. One advantage

of studying a family of related compounds instead of studying
compounds individually is that more information than just an
overall Ea can be extracted when global fitting methods are
used. For example, the impurity vacancy concentration Vimp
cannot be deconvoluted from prefactor A when fitting the LiCl
data alone. Similarly, in the fitting of Mg-doped LiCl, Vimp is
too small to resolve against the much larger doped vacancy
concentration, Vdop. However, a two-sample global fit against
the two sets of chloride experiments in which A and Vimp are
assumed and constrained to be equal for the two samples
allows Vimp to be determined with the quality of the fit to the
data being comparable to the independent fits to the two data
sets (Figure 6a). The full set of fit parameters is reported in
Table 2. The fraction of impurity-derived vacancies estimated
in this manner is 0.0047, a number that is small but which far

exceeds the fraction of intrinsic vacancies (∼10−8) that would
be present at reaction temperatures based on DFT-calculated
values of ESchottky reported in Table 1. As such, it should be
concluded that the energy for forming intrinsic defects in LiCl
is sufficiently high that they comprise a negligible fraction of
the total number of vacancies in the sample, making it
impossible to experimentally determine the vacancy formation
energy Evac for LiCl using the present experimental data.
Analogous two-sample fits to the two bromide salts were

also done (Figure 6b), although the results are both
fundamentally different and more challenging to interpret. In
contrast to the chloride system, Mg doping resulted in a
decrease in the overall Ea for ion exchange, suggesting that
intrinsic vacancies are the dominant type of vacancies in
undoped LiBr. Based on eq 2, it is expected that Ea ∼ Ehop +
Evac, which is generally observed when fitting the data.
However, the addition of Evac as a fit parameter results in
severe correlations during fitting with the uncertainty of this
parameter often exceeding its value�perhaps not surprisingly
since only two salt compositions were used for fitting. Over a
wide range of tested constraints and parameter values, it was
typically found that 0.35 < Evac < 0.40 and 0.7 < Ehop < 0.9.
When refined independently, the Ehop values for doped and
undoped LiBr typically differed by less than 0.1 eV, with the
larger value sometimes belonging to the doped sample and
sometimes belonging to the undoped sample.
The correlations also strongly affected the refinement of

Vimp, which robustly refined to values lower than found for
LiCl, and even refined to negative values under certain choices
of constraints. In particular, it was found that constraining the
prefactor A to be equal for doped and undoped LiBr
commonly led to negative values of Vimp (though the total
vacancy concentration always remained positive). While there
are situations where a negative Vimp is plausible (e.g., a class of
impurities that can compensate and neutralize vacancies), it
was judged more likely that this is a fitting artifact. When the A
values for the undoped and doped samples were refined
independently, the former was typically 5−15× larger than the

Figure 6. Rate data for Na2Mg2P3O9N ion exchanged with LiCl and
LiBr (both undoped and doped with 1% Mg) on an Arrhenius-type
plot. Dashed lines indicate constrained fits to a combined two-sample
fit with fit parameters given in Table 2.

Table 2. Parameters from One-Sample and Two-Sample
Fitsa

Salt Parameter One-sample Two-sample

LiCl Ea/Ehop 0.62(3) / 0.58(5)
LiCl:Mg Ea/Ehop 0.75(3) / 0.72(3)
LiBr Ea/Ehop 1.21(2) / 0.86(4)
LiBr:Mg Ea/Ehop 0.93(3) / 0.86(4)
LiCl Evac N/A Large
LiCl:Mg Evac N/A Large
LiBr Evac N/A 0.40(8)
LiBr:Mg Evac N/A 0.40(8)
LiCl Vimp N/A 0.005(5)
LiCl:Mg Vimp N/A 0.005(5)
LiBr Vimp N/A 2(2) × 10−4

LiBr:Mg Vimp N/A 2(2) × 10−4

LiCl A N/A 4(2) × 105

LiCl:Mg A N/A 4(2) × 105

LiBr A N/A 1(1) × 108

LiBr:Mg A N/A 1(1) × 107

aParameters freely refined are shown in bold, constrained shown in
italics, and fixed shown without emphasis. Vdop was fixed at 0.01025
(LiCl:Mg), 0.009918 (LiBr:Mg), or 0. “Large” indicates values
beyond the sensitivity limits of the refinement.

Chemistry of Materials pubs.acs.org/cm Article

https://doi.org/10.1021/acs.chemmater.2c02543
Chem. Mater. XXXX, XXX, XXX−XXX

E

https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543?fig=fig6&ref=pdf
pubs.acs.org/cm?ref=pdf
https://doi.org/10.1021/acs.chemmater.2c02543?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


latter, suggesting that different values should be used for the
two samples. The expectation of equal prefactors is predicated
on the expectation of equal particle sizes. Given the
substantially different preparation methods for the undoped
sample (ground powder from the bottle) and the doped
sample (salts were dissolved, precipitated, and then dried), it is
very possible that these two specific samples have different
particle sizes and thus should not be fit using common A
values.
The final fitting of the two bromide samples was carried out

with Vimp and Ehop constrained to be equal and Vdop
constrained to the value calculated based on the sample
stoichiometry, and all other parameters were freely refined with
the values for all parameters given in Table 2. Although there
are very large statistical uncertainties in many parameters, the
parameter values demonstrated enough consistency across
many trial refinements to be worth reporting. The vacancy
concentration from impurities refined to a value of Vimp =
0.0002 is similar in magnitude but slightly smaller than that
refined for LiCl. The constrained refinement value of Ehop
(0.86 eV) for the bromide samples is modestly higher than
values from EIS experiments for NaBr (0.64 eV) and DFT
calculations for LiBr (0.55 eV), and these values should be
considered to be in agreement within the fitting uncertainties.
In contrast, the refined Evac (=ESchottky/2) value of 0.40 eV is
about a third of what is expected based on both the present
and past DFT calculations. If Ehop was overestimated in fitting
and is instead assumed to have the EIS value of 0.65 eV, the
value of Ehop would only rise to about 0.55 eV and would still
only be about half of the expected value for Schottky defects.
This strongly suggests that there may be a previously
unrecognized low-energy defect formation mechanism for
LiBr that has a dominant effect on its mobility and that further
investigations to understand this defect are merited.
Our analysis of the presently available data shows that

multisample fitting to determine vacancy concentrations in
future studies can be made more robust in two ways that
mitigate the limitations inherent to the present data. First, by
examining a larger range of doping levels, it should be possible
to significantly reduce the uncertainty in Vimp and to accurately
determine extrinsic vacancy concentrations even when the
amounts are small. Second, doing syntheses in a manner that
leads to common particle sizes for all samples will minimize
variations in the A prefactors. This should enable more robust
parameter determination in a single class of samples (e.g.,
bromides) as well as to potentially even allow for global fitting
that spans different classes of halides (e.g., combined fitting of
chlorides and bromides).
Concentration Effects and Identification of Rate-

Limiting Reactant. In our prior proof-of-principle in situ
synchrotron diffraction experiments studying ion exchange
kinetics, it was observed that the reaction rate had an
unexpectedly strong dependence on the relative amounts of
the ceramic (Na2Mg2P3O9N) and halide salt (LiX) precur-
sors.7 However, the detailed nature of this relationship could
not be resolved due to the limited number of concentrations
tested and the absence of temperature-dependent data. In the
present work, we have studied a far more comprehensive set of
samples that span five different temperatures and span reactant
ratios varying from 1:1 to 64:1, where the ratio denotes the
molar ratio of Li ions in the LiCl salt to Na ions in the
Na2Mg2P3O9N ceramic. The rate constants for each of these
reactions with LiCl are plotted together in Figure 7.

The very close agreement between the activation energies
(∼0.62 eV) obtained from Arrhenius-type fits to the data at
each of the seven different studied concentrations in Figure 7
indicates that the reaction mechanism is similar in all cases
despite the extent of the ion exchange differing by nearly an
order of magnitude across the different reaction conditions.
This suggests that the observed concentration dependence of
reaction rates has a common physical origin. This was explored
further by plotting the dependence of the reaction rate on the
Li:Na ratio on a log−log plot, with data for each temperature
shown in a different color (Figure 8a). The linearity of these
data suggests a simple power law dependence of the reaction
rate on the Li:Na molar ratio, R, with global fits of the rate data
at all temperatures to k = k0·Rn finding a best-fit power of n =
0.37(3) when using a different prefactor k0 for each
temperature.

Figure 7. Concentration dependence of reaction rates (k) and
activation energies (Ea, fits shown as dashed lines) for ion exchange of
Na2Mg2P3O9N with LiCl.

Figure 8. (a) Dependence of LiCl reaction rate on the Li:Na molar
ratio, R, shown on a log−log plot with power law fits to k = k0R1/3

shown as dashed lines. (b) Determination of overall activation energy
from normalized reaction rates obtained through power law fits for
each temperature, with the dashed line showing the best fit to the
equation kT/(R1/3) = A exp(−Ea/kT).
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The best-fit power is near the rational ratio of 1/3, so the
suitability of this ideal ratio was tested in global fits. The use of
n = 1/3 did not substantially change the quality of the fit (χ2
increased by 20% from 1.24 × 10−5 to 1.45 × 10−5).
Furthermore, a plot of the k0 values obtained using n = 1/3
showed clear Arrhenius behavior (Figure 8b) governed by an
activation energy of Ea = 0.58(3) eV that is in close agreement
with values obtained independently for different Li:Na ratios.
As such, this behavior appears to be representative of a
fundamental relationship that governs reaction rates that can
be used in a predictive manner.
Furthermore, the dependence of reaction rate on the Li:Na

ratio allows the limiting reagent to be clearly identified as LiCl
rather than Na2Mg2P3O9N. The reaction rate decreases
monotonically as the relative amount of LiCl decreases and
this trend extrapolates to a zero-reaction rate when no LiCl is
present (Figure 9a). When the inverse ratio (Na:Li instead of

Li:Na) is plotted in a similar manner (Figure 9b), the data can
still be fit to a simple scaling relationship. However, the
reaction rate increases as the Na:Li ratio decreases and
additionally extrapolates to infinity as the relative amount of
Na2Mg2P3O9N goes to zero. As such, it is clear that
Na2Mg2P3O9N is not limiting the reaction rate.
While the limiting role of salt in these particular ion

exchange reactions was already known from our variational
studies comparing the relative reaction rates when different
salts were used as a reactant (LiF, LiCl, and LiBr),7 analogous
studies cannot be done for generic solid-state reactions that are

not ion exchange reactions. For example, in the synthesis of
CaO + TiO2 → CaTiO3, neither precursor can be substituted
without changing the reaction product and/or the reaction
mechanism. However, following changes in the reaction rate as
the CaO/TiO2 molar ratio is varied will allow the limiting
reagent in this solid-state reaction to be identified without
changing reaction precursors.
Although the cube root dependence of the reaction rate on

the Li:Na ratio is robustly observed over a wide range of
concentrations and temperatures corresponding to many
different extents of reaction, the origin of this behavior is not
yet clear. The rational fraction of 1/3 does hint at a geometric
origin, especially since the overall activation energy Ea does not
change over the studied reaction conditions. Since it has been
clearly established that the amount of LiCl is limiting the
reaction rate and that the overall reaction rate has a t1/2
dependence indicative of a process limited by random walk
diffusion, it makes sense to postulate the existence of a reaction
front in spherical LiCl particles that defines the boundary
between a Li-rich core (blue) and a Na-rich shell (red), as is
schematically illustrated in Figure 10. Since the boundary in
the salt is established through the limits of random walk
diffusion, it should be a diffuse (rather than a sharp) interface
involving a concentration gradient. In contrast to the salt
phases, it is expected that the ceramic will not have a well-
defined boundary between the precursor phase and the
product phase as the ion mobility is substantially higher,
resulting in a homogeneous distribution (purple) of Li+ and
Na+ ions in the ceramic.
Experimental evidence for the existence of a concentration

gradient can be seen in the peak shapes of powder diffraction
data (Figure 11a). At the start of the reaction when single-
phase LiCl is present, the salt diffraction peaks are symmetric.
As the reaction proceeds, the salt peaks become asymmetric,
developing a tail that extends toward the position of the NaCl
limit of the LiCl−NaCl solid solution, providing unambiguous
evidence for the coexistence of a range of different salt
compositions. It is not possible a priori to determine if these
peak shapes correspond to inhomogeneity (in the form of a
concentration gradient) within each particle or instead to a
collection of homogeneous particles with a range of different
compositions. However, the observation that under different
reaction conditions the same peak shape is observed at the
same extent of reaction (Figure 11b) provides strong evidence
for concentration gradients.
If we accept the presence of the postulated reaction front,

then it is possible to predict how the reaction rate varies with
concentration. If the extent of reaction is modest (thin shell
approximation), then the extent of the reaction will essentially
be linearly proportional to the progress of the reaction front
(derivation in Supporting Information). As such, if the Li:Na
ratio is increased by a factor of 2, then the amount of material
within a given distance from the surface of the salt increases
twofold and the reaction rate would also increase twofold. This
is very different from the cube root dependence on the Li:Na
ratio that is experimentally observed. As such, it suggests that
the origin of the cube root behavior is (1) extrinsic to the LiCl
salt particles and (2) affects the prefactor (attempt frequency)
of the rate-limiting step of diffusion within the salt.
Conventional models for describing the kinetics of solid-

state reactions are typically derived by describing the reaction
progress in terms of the conversion fraction of the reactants, a
quantity denoted by the variable α in a modern review.29 In

Figure 9. LiCl reaction rate plotted as a function of (a) Li:Na molar
ratio and (b) Na:Li molar ratio, with fits to reaction rates measured at
each temperature to a power law indicated with a dashed line. Only
the plot against the Li:Na ratio extrapolates to a rate of zero at zero
concentration, indicating that the overall rate is limited by the Li-
containing species (LiCl) rather than the Na-containing species
(Na2Mg2P3O9N).
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this formalism, the t1/2 dependence of reaction rate is that
which would be expected for the case of 1D diffusion�a very
close approximation for the manner in which diffusion-limited
solid-state reactions will progress at the surface of a sphere for
limited extents of reaction, as was the case for the present
studies. However, the cube root scaling that we observe is not
tied to the extent of the reaction, α, and as such falls outside of
the scope of conventional kinetic models that are agnostic to
the rate constant prefactor.
Based on the experimentally observed behavior, we,

therefore, hypothesize that cube root dependence is associated
with a “radius of capture” around the ceramic Na2Mg2P3O9N
particles. The number of salt particles within a given radius of a
ceramic particle will increase as the cube root of the Li:Na
ratio, and thus could be the origin of the scaling behavior. The
rate of migration of Na+ ions from the salt to the ceramic will
decrease as the Li:Na ratio increases, which will therefore
decrease the attempt frequency of the rate-limiting step of the
coupled diffusion of Na+ (entering) and Li+ (leaving) ions in
the salt phase. This postulated mechanism is consistent with
the experimentally measured rate behavior observed in the
present work and with the Ea associated with the reaction

being independent of the Li:Na ratio. However, detailed
computational modeling studies of the microscopic transport
processes and the gradients that develop in response to them
are necessary to validate this (or any alternative) mechanism
by demonstrating the ability to quantitatively reproduce the
reaction kinetics measured in our in situ synchrotron
diffraction studies.
Whether or not the true origin of the concentration scaling

behavior derives from a radius of capture, the observed cube
root behavior still provides the first general quantitative
relationship describing how the rate of solid-state ion exchange
depends on the relative quantities of reactants. When
combined with the further insights into reaction kinetics
provided by the determination of activation energies for
hopping and for vacancy formation, it is now possible to make
quantitative predictions for how the salt source, the salt
vacancy concentration, and the reaction temperature can be
optimized to accelerate ion exchange reactions by orders of
magnitude.

■ CONCLUSIONS
High-throughput synchrotron diffraction methods were used
to elucidate the factors generally controlling the rate of solid-
state reactions. Based on the comparison of synchrotron results
with DFT calculations and with prior diffusional studies, it was
demonstrated that rate data are consistent with a single
thermodynamic activation energy Ea controlling the overall
reaction rate, with this Ea always having contributions from a
single-ion hopping energy Ehop but sometimes also having an
additional contribution from a vacancy formation energy, Evac.
It was shown that global fitting of rate data for multiple
samples can enable the determination of both intrinsic and
extrinsic vacancy concentrations, though the careful prepara-
tion of a series of samples with consistent surface areas is
needed to obtain robust results. Finally, it was discovered that
by comparing the rates of reaction using different relative
quantities of precursors, the rate-limiting reagent could be
clearly identified, and scaling relationships suitable for
predicting (and optimizing) the overall reaction rate could
be derived.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.chemmater.2c02543.

Tab-delimited salt synchrotron collected XRD patterns
at room temperature (TXT)
Example TOPAS template input filed used within
sequential refinements of ion exchange (TXT)

Figure 10. Distribution of Li+ ions (red) and Na+ ions (blue) in the salt phase (top row) and ceramic phase (bottom row) before and after partial
ion exchange. Since ion mobility in the salt phase is a limiting reaction rate, the salt particles after exchange are expected to have a Na-rich shell and
a Li-rich core with a diffuse interface. The thickness of the shell after a fixed number of ions are inserted into the ceramic will be (to a first
approximation) inversely proportional to the amount of the salt precursor (Li:Na ratio). In contrast, higher ion mobilities in the ceramic phase
should lead to a homogeneous (purple) ion mixture throughout the particles.

Figure 11. (a) Shape evolution of the (111) salt diffraction peak
during ion exchange. (b) Indistinguishable diffraction peak shapes for
the equal extent of ion exchange in different reactions (patterns
vertically offset for clarity).
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Representative fits to diffraction data, schematic of
experiments, rate data, nominal and actual salt:ceramic
molar ratios and doping levels, thin-shell approximation
derivation, and calculated shell thicknesses (PDF)
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